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Abstract With the rapid development of urban, the scale of the city is expanding day by day. The

road environment is becoming more and more complicated. The vehicle ego-localization in complex road

environment puts forward imperative requirements for intelligent driving technology. The reliable vehicle

ego-localization, including the lane recognition and the vehicle position and attitude estimation, at the

complex traffic intersection are significant for the intelligent driving of the vehicle. In this article, we focus

on the complex road environment of the city and propose a pose and position estimation method based

on the road sign using only a monocular camera and a common GPS. Associated with the multi-sensor

cascade system, this method can be a stable and reliable alternative when the precision of multi-sensor

cascade system decreases. The experimental results show that, within 100 meters distance to the road
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signs, the pose error is less than 2 degrees, and the position error is less than 1 meter, which can reach

the lane-level positioning accuracy. Through the comparison with the Beidou high-precision positioning

system L202, our method can accurately detects which lane the vehicle is driving on.

Keywords vehicle pose and position estimation, road sign detection, homograph matrix, road inter-

sections, urban environment

1 Introduction

Precise estimation of vehicle ego-

localization is currently one of the key sub-

jects of smart vehicle research. With a better

knowledge of location and pose, the central

control unit of the smart vehicle could react

accurately when facing emergencies. Normally,

Global Positioning System (GPS) is a mature

and widely used technique for localization in

advanced driver assistance systems (ADAS) [1].

However, GPS can only manage an accuracy of

3∼5 meters and has a risk of signal loss which

is serious in the urban environments. Mean-

while, the accuracy of 3∼5 meters can neither

determine the lane nor distinguish the position

of the front and rear cars. The fixed radio

base station can locate the moving vehicles [2],

but it highly depends on the infrastructure

and is costly. With the development of the

automatic driving technology, different kinds

of autonomous driving cars with very expen-

sive sensors have already driven on the road.

They are SONAR [3], LASER scanners [4], In-

ertial Measurement Units (IMU), cameras [5],

position and orientation sensors [6] or various

combinations of the above [7, 8]. Although

these sensors can reach a high accuracy, they

still cannot perform well for complex traffic

scenes at intersections due to congested traf-

fic conditions with serious vehicle occlusions

and indeterminate lanes. Meanwhile, various

combinations of sensors, which are even more

expensive than the vehicle itself, are not appli-

cable as widely as GPS.

High-precision localization using cameras

can reduce the system cost significantly, but

this usually needs high-precision digital map-

s [9–11] or pre-constructed image databases for

matching [12,13]. Uchiyama et al. [12] achieved

the ego-localization using a matching database

and a binocular camera, where the synchroniza-

tion and stereo matching of binocular vision are

too difficult to guarantee the positioning accu-

racy. Wong et al. [13] used an on-board monoc-

ular camera and an image sequence database

to determine the actual location of the vehicle

on road. Their algorithm relies on a large and

complex database, including the scenes along
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and around the road. Any change of the road

scene will affect the accuracy of positioning.

Up to the present, vision-based lane de-

tection is already used to localize the moving

vehicle. Two classic methods are found in the

literature: the feature-based techniques [14,15]

and the model-based techniques [16, 17]. Al-

though these methods can detect lanes well in

the case of slight occlusion, they are less fea-

sible in the situation of traffic congestion, and

they are not able to estimate the direction of

the lanes as well. Nedevschi et al. [18] proposed

an ego-localization method using landmarks at

the intersections, but it fails when the land-

mark is covered by the crowded vehicles.

There is an intensive literature on estimat-

ing rotation and position of a camera from the

points of the space corresponding to its im-

age points, often referred to as Perspective-n-

Point (PnP) problem. [19–21] are some related

works. However, these methods require match-

ing 2D-3D pairs and selecting non-coplanar

points as prerequisite, often involving consid-

erable amount of manual interactions.

The well-known 2D feature points match-

ing algorithm, SIFT [22], has a high match-

ing accuracy, but the calculation is time-

consuming, which limits its application in real-

time vehicle pose estimation for planar road

sign as in our case.

In this paper, we propose a vehicle pose

and position estimation method in the com-

plex traffic scene at intersections using an on-

board monocular camera and a simple pre-

constructed database. Moreover, the GPS in

our experiments is only one to be used to

provide a rough position of the vehicle be-

fore calculating the vehicle’s pose and posi-

tion. The contributions of our paper main-

ly include: 1) a pose and position estimation

method using monocular camera is proposed

for driver-assistance and autonomous driving;

2) a rectangle object detection method is pro-

posed to detect the road sign accurately in cas-

es of weak light and partial occlusion; 3) an

accurate road sign’s vertex extraction algorith-

m based on Hough transform is proposed to

calculate the exact plane homograph matrix,

by which the vehicle’s pose and position at the

intersection can be obtained accurately.

This paper is organized as follows. In Sec-

tion 2, we give a brief overview of the proposed

method. The structure of the database is intro-

duced in more detail in Section 3. The detailed

process of road sign detection and vertex ex-

traction algorithm based on Hough transform

are described in Section 4 and Section 5, re-

spectively. The process of pose and position

estimation is shown in Section 6. We discuss

the experiment results in Section 7 before the
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conclusion in Section 8.

2 Overview of Proposed Method

This paper presents a method for vehicle

pose and position estimation in complex traf-

fic scenes at urban road intersections with the

consideration of traffic jam and lane occlusion.

The estimation of vehicle pose and position is

realized by using the road sign ahead of the in-

tersection, which has two main characteristics:

1) a blue color background; 2) a rectangular

shape with a relatively fixed range of width-to-

height ratio, as shown in Fig. 1.

Fig. 1. Road signs at different road intersections.

Usually, every intersection has one road

sign ahead for a fixed direction in China. As

current GPS facilities have an accuracy of less

than 5 meters, we can determine which inter-

section the vehicle is traversing. The GPS in-

formation is associated with the information

of the road sign stored in the pre-constructed

database. In this way, the road signs can be tar-

geted by the GPS information. After confirm-

ing the intersection, the rectangular road sign

will be detected from the input images record-

ed by the moving on-board camera using three

constraints. Then, the coordinates of four ver-

tices can be obtained using proposed extraction

algorithm based on Hough transform. We cal-

culate a plane homograph matrix between the

actual size of the corresponding road sign in the

real world and the four vertices detected above.

The on-board camera’s pose and position can

be calculated with the plane homograph matrix

in the road sign coordinate system. The flow

chart of the our method is shown in Fig. 2.

Rough GPS Information

Database Information Input Image

Accurate Position of 

Road  Sign
Detecting Road Sign

Size of Road Sign
 Extracting Vertices 

of Road Sign

3D Coordinates of 

Road Sign

Calculating the 

Homograph Matrix

Lanes Information 
Vehicle s Position 

and Post

Fig. 2. Flow chart of the proposed method.

3 Database Construction

In this paper, the database consists of

three parts associated with road signs locat-

ed at all intersections. The first part is the

accurate positions of road signs measured by

high-precision RTK-GPS Compstar CC20 [23].
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The second part is the road signs’ size. The

third part is the lane information including the

width and the index near the road sign. Roads

at different intersections have different number-

s and widths of lanes. For simplicity, we define

the road sign coordinate system as the world

coordinate system, and let the original point

be fixed on the center of the road sign. There-

fore, the size of the road sign can be convert-

ed to the three-dimensional coordinates under

the world coordinate system. The number and

width of the lanes can be quantified as the coor-

dinates under the road sign coordinate system,

as shown in Fig. 3.

Fig. 3. Road sign coordinate system.

The complete database is a series of num-

bers associated with different road signs includ-

ing the signs’ accurate position, size, amount

and width of lanes. These data are indexed

by the accurate position. Some samples of the

database are presented in Table 1.

4 Road Sign Detection

At present, sign detection methods most-

ly rely on the threshold segmentation based

on different color spaces, or feature point ex-

traction and matching algorithms like SIFT or

SURF [24]. On this basis, the signs are classi-

fied and identified by machine learning meth-

ods like random forests [25] or SVM [26]. The

SIFT algorithm is time-consuming and requires

a large storage of sign images at different dis-

tances in the database, increasing the overhead

of the database greatly. The detection and

classification methods based on SVM or oth-

er algorithms, also need the corresponding col-

or threshold segmentation preprocessing in the

hue-saturation-value (HSV) [26], LUV [27] or

hue-saturation-intensity (HSI) [28] space. In

this paper, to overcome the high computation

cost, we do not classify and identify the target

area. Instead, we introduce another two con-

straints to eliminate the interference area and

obtain the target sign based on the threshold

segmentation in the HSV space.

In our method, when the GPS roughly in-

forms the vehicle approaching a certain road

sign in our database (e.g., xx meters from the

sign), the road sign detection module starts to

detect this road sign from the current image

recorded by the on-board camera. Meanwhile,

the locating of target road signs is limited by
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Table 1. Examples of Database from 3 Continuous Intersections on Jingshi Road
Position of road sign E117.157776/N36.669938 E117.133895/N36.665991 E117.147572/N36.666628

Intersection-Name Jingshi+Aotidong
West to East

Jingshi+Shunhua
West to East

Jingshi+Fenghuang
West to East

Size(width×height) 5m×3m 5m×3m 5m×3m
Property* of Lane-1
Position of Lane-1

0, 4
(-11, -7.5)

0, 4
(-11, -7.5)

0, 4
(-11, -7.5)

Property of Lane-2
Position of Lane-2

1, 2
(-7.5, -4)

1, 2
(-7.5, -4)

1, 2
(-7.5, -4)

Property of Lane-3
Position of Lane-3

1
(4,8)

1
(4 ,8)

1
(4, 8)

Property of Lane-4
Position of Lane-4

1
(8, 12)

1
(8, 12)

1
(8, 12)

Property of Lane-5
Position of Lane-5

1
(12, 16)

1
(12, 16)

1
(12, 16)

Property of Lane-6
Position of Lane-6

1
(16, 20)

1
(16, 20)

1
(16, 20)

Property of Lane-7
Position of Lane-7

2, 3
(20, 24)

1
(20, 24)

1
(20, 24)

*Note: 0: right turn; 1: straight; 2: left turn; 3: u-turn; 4: bus lane.

three predefined constraints: 1) HSV threshold,

2) aspect ratio and 3) area size.

First, the input image is converted from

RGB to HSV color space for a better represen-

tation of real-light pixel color characteristics.

As the road signs in the urban environment of

most countries are blue, we design the following

constrains for the three channel of HSV,

1) a hue value 200 < H < 280;

2) an intensity value 0.35 < V < 1;

3) a saturation value 0.35 < S < 1.

The input images are binarized according to

the above thresholds, and then we perform the

morphology processing to reduce the discontin-

uous regions. The peripheral contours of the

candidate regions can be obtained from the bi-

narized images. However, the above threshold

range contains a lot of noises like the license

plates, blue color billboards, vehicles, buildings

and the other various plane objects. Consider-

ing the above noises have different aspect ra-

tios, and road signs always maintain a certain

ratio, we set the second constraint with a ratio

value 1 < r < 2.

To improve the detection accuracy, the

third constraint is introduced. Noting that the

area of the noise regions is much smaller than

that of the target road sign, the number of pix-

els in the region of road sign is constrained to

between 3000 and 240000 (the size of the in-

put image is 1920× 1080). Finally, the largest

remaining region is selected as the target road

sign.

The detection process and results in differ-

ent scenarios are presented in Fig. 4. The re-

sults imply that our detection method can be

better adapted to the scenarios of noise, night,
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(1)
Input

(2)
HSV

(3)
Binary

(4)
Countors

(5)
Results

(a) (b) (c) (d) (e)

Fig. 4. Detection process and results under different scenarios. (a) Noise. (b) Night. (c) Dawn. (d)

Blocked by lamp. (e) Blocked by vehicle.

dawn, blocked by lamp, and blocked by vehicle.

Under the night scenario, using the headlight

can obtain a relatively good detection result

within a limited distance. The road conditions

in mainland China are referred only in this pa-

per. With regard to the applicability in other

countries and regions, it is only need to appro-

priately adjust the value of hue H in the HSV

space according to the road conditions in these

areas.

5 Accurate Extraction Algorithm of

Road Sign’s Vertices

In order to calculate the homograph ma-

trix between the road sign plane in the real

world and that in the image, it is necessary

to extract the four vertices’ coordinates of the

road sign in the image plane in the case that the

vertices’ 3D coordinates of the actual one have

been known. The approximate contour of the

road sign can be obtained by the detection step.

However, since the contour is not a standard

quadrilateral, the accurate vertex coordinates

cannot be obtained directly. In order to obtain

accurate road sign’s vertex coordinates of the

input image, an accurate extraction algorithm

of road sign’s vertices based on Hough trans-

form algorithm is presented. The flow chart of

the algorithm is shown in Fig. 5.
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Calculating the Centroid of 

the Contour

Detecting All the Straight 

Lines Using Hough

Classifying All the Straight 

Lines

Fitting Straight Lines

Calculating the Vertices

Fig. 5. Flow chart of the accurate extraction algo-

rithm of road sign’s vertices.

5.1 Straight lines detection

First, we calculate the centroid coordi-

nates (xp, yp) of the contour point set using (1).

xp =

∑
N xi
N

, yp =

∑
N yi
N

, (1)

where N is the amount of the pixels constitut-

ing the contour, (xi, yi) is the pixel’s coordi-

nate.

Secondly, all the straight lines are detected

in the road sign peripheral contour using Hough

transform with the polar resolution δρ = 0.5.

The detected lines can be classified to four cat-

egories including upper, lower, left and right

lines sets centered on the centroid, as shown in

Fig. 6.

Fig. 6. Straight lines detection of the contour.

5.2 Straight Lines Classification and

Fitting

The lines detected by Hough transform

can be represented using (2).

ρ = x sin θ + y sin θ, (2)

where the parameters ρ and θ denote the polar

and angle of the line in the Hough Space, re-

spectively. Then we substitute the abscissa xp

or ordinate yp of the centroid point into each

straight-line equation to calculate y′i and x′i us-

ing (3).

y′i =
ρi − xp cos θi

sin θi
, x′i =

ρi − yp sin θi
cos θi

, (3)

where the parameters ρi and θi correspond to

the polar and angle of each line detected above,

respectively. It is easy to determine the lines’

classification by the slope k and the comparison

of yp and y′i or xp and x′i, where k = − cot(θ).

Next, we traverse all the detected straight lines

using the following conditions to determine the

lines’ classification.
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• If y′i < yp&k < −1‖k > 1, the line be-

longs to the upper set.

• If y′i > yp&k < −1‖k > 1, the line be-

longs to the lower set.

• If x′i < xp&− 1 < k < 1, the line belongs

to the left set.

• If x′i > xp&− 1 < k < 1, the line belongs

to the right set.

With these conditions, the above method can

quickly and accurately classify all detected lines

to four groups (e.g., upper, lower, left, and

right) and get a perfect result as good as the

clustering algorithm which has a time complex-

ity of O(n2). Then, the lines are associated

with each group using the parameters ρ and θ.

Due to the invariant rotation, we directly aver-

age the parameters ρ of the lines in each group.

Moreover, we average the θ for the upper and

lower groups. However, for the left and right

groups, since the value of θ is in two intervals

with a large span, averaging θ directly results

in the deflection of line detection, as shown in

Fig. 7. In order to obtain accurate fitting value,

the θ of the left and the right group is rotated

by π/2 counterclockwise firstly using (4) before

being averaged, and rotated π/2 clockwise after

being averaged, as shown in (5).

θleft = θleft +
π

2
, θright = θright +

π

2
, (4)

θleft =

∑
Nleft

θi

Nleft
− π

2
, θright =

∑
Nright

θi

Nright
− π

2
,

(5)

where Nleft and Nright correspond to the num-

ber of lines in the left and right set respectively.

ρleft and θleft are the fitting results of left lines,

ρright and θright are the fitting results of right

lines.

θ2=355º θ1=5º

L1 L2

X

Y

Fig. 7. θ of the left or right group.

The coordinates of four vertices of the road

sign can be easily obtained by the intersection-

s of the four straight lines. The process and

results of the proposed algorithm are shown in

Fig. 8. To verify the accuracy of the vertices

coordinates calculated by the proposed algo-

rithm, we visualize the error analysis by restor-

ing the image with a planar perspective trans-

formation matrix and performing a difference

comparison. In doing so, an extended orthogo-

nal image of the actual road sign is constructed,

and the vertices’ coordinates of the orthogonal

road sign can be measured.
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(a) (b) (c) (d) (e)

Fig. 8. Pipeline and the results of traffic sign detection. (a) Input. (b) Contour. (c) Lines set. (d) Lines

fitting. (e) Results.

With the corresponding vertices coordi-

nates, the eight parameters in the perspective

transformation matrix M can be calculated,

which warps the orthogonal road sign into the

one detected from the input image. The re-

stored image can be obtained by warping the

orthogonal one using the matrix M . Fig. 9(a)

shows two groups of overlap comparison be-

tween the input image and the warped orthog-

onal image marked as a, b, c, and d. We can

see that the road sign in the input image over-

laps the orthogonal one well. Fig. 9(b) gives

the image difference between the input image

and the orthogonal one. The result shows that

the M is accurate, and the vertices coordinates

calculated by the proposed method have high

precision.

During the analysis of the continuous 100

images, the abscissa and ordinate of the ver-

tices calculated by the algorithm were com-

pared with the real abscissa and ordinate re-

spectively. As shown in Fig. 10, the average

error of the abscissa (blue points) and ordinate

(red points) is 2.592 and 2.734 pixels respec-

tively.

Moreover, we compared the processing

time per frame and false positive of the sign

detection by SIFT, SVM and the proposed

method. 200 continuous frames were used for

this comparison. The distance of these frames

to the sign ranged from 50 to 100 meters and

the image size was 1920 × 1080. As shown in

Table 2, our method outperforms the methods

using SIFT and SVM.

The proposed vertices extraction algorith-

m detects the four vertices by fitting all of the

points in the contour, which ensures that the

accuracy of the vertices’ coordinates is high e-

nough. Compared with SVM and other ma-

chine learning methods, the proposed detection

method does not need much calculation and

training, and it is more simple and effective.
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Compared with the classic methods using SIFT

and SVM, our method is much faster and more

robust because of the priori assumed matching

of the four vertices.

(a)

(b)

Fig. 9. Overlap comparison. (a) Overlap between

the input image and the warped orthogonal one.

(b) Image difference (zoomed).

Index of frame

D
iff

er
en

ce
 (p

ix
el

)

Fig. 10. Error analysis of vertices’ accuracy.

Table 2. Comparison of Road Sign Detection Re-
sults

Average Number

Number Method processing of Correct

of time correct rate (%)

images (ms/frame) detection

200 SIFT 3201.26 169 84.50

200 SVM 912.15 159 79.50

200 Our method 121.71 181 90.50

6 Estimation of Vehicle Pose and Posi-

tion

As shown in Fig. 3, the size of the road

sign can be converted into three-dimensional

(3D) coordinates under the world coordinate

system, where ZW = 0. The four vertices of

the road sign can be obtained by the method

described in Section 4. With the corresponding

four vertices, the plane homograph matrix be-

tween the actual road sign and the input image

can be calculated by (6).

p = HPW , (6)

where H is the homograph matrix, p and PW

are vertices’ homogeneous coordinates of input

image and actual object plane, respectively.

6.1 Estimation of Vehicle Pose

H is a 3× 3 matrix. Let
H = (h1 h2 h3) = sK (r1 r2 t)

W = (r1 r2 t),

, (7)

where r1 and r2 are rotation vectors, t is trans-

lation vector, K is the camera’s intrinsic pa-

rameters pre-calibrated using Camera Calibra-

tion Toolbox for Matlab, and s is a scale factor

generated by the depth value under the camer-

a coordinate system. We can get the rotation

and translation matrix W using (6) and (7), as

defined in (8).
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r1 =
K−1h1

s
, r2 =

K−1h2

s
, t =

K−1h3

s
, (8)

R is structured as a 3× 3 rotation matrix,

i.e., R = (r1 r2 r3). Since the rotation vectors

are orthogonal to each other, r3 = r1 × r2.

But putting the rotation vectors together sim-

ply cannot get the accurate rotation matrix,

and the translation vector is also not accurate

enough. In order to improve the accuracy, we

need to perform singular value decomposition

to R using R = UDV T. Since R is an or-

thogonal matrix, D = I, and then we have

R′ = UIV T, which is the camera rotation

matrix we need. In order to describe the ro-

tation matrix more intuitively, we convert R′

to a 3× 1 vector r using Rodrigues transform,

and r = (α β φ). α represents the pitch angle

of the vehicle, β represents the heading angle,

and φ represents the roll angle. The three pa-

rameters can reflect the vehicle’s pose veritably.

6.2 Estimation of Vehicle Position

The transformation matrix W is consti-

tuted by the rotation matrix R′ and the trans-

lation matrix T . T can be obtained using (9).

T = (T1 T2 T3) = R−1W, (9)

where T is a 3 × 3 matrix, T1, T2, T3 are the

column vectors of T . The vehicle’s translation

vector t can be calculated by (10).

t = (tx ty tz)
T =

T3

‖T1‖
, (10)

where tx, ty, tz represent the vehicle’s position

under the road sign coordinate system. By

combining the lanes information pre-stored in

the database, it is easily to obtain the vehicle’s

position on the road and which lane the vehicle

is driving on.

Now, the six parameters α, β, φ, tx, ty, tz

have been obtained to determine the vehi-

cle’s pose and position. Compared with the

classical PnP [20, 21] algorithms which rely

on non-coplanar control points and complex

three-dimensional calculations, the four control

points selected in our method are located on

the same plane of the road sign, which simpli-

fies the computation significantly by calculat-

ing the homograph matrix with the coplanar

points instead of the non-coplanar points. Our

pose and position estimation procedure is based

on the theory of homograph matrix which is

also used by Zhang’s calibration method [29].

Our method extracts the plane target and

control points automatically while Zhang’s re-

quires manual interaction.
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7 Experiments and Analysis

7.1 Experimental Environment

Experiments were conducted on the Jing-

shi Road which is an arterial road with bidi-

rectional 14 lanes in Jinan, China. In order to

verify the effectiveness of the proposed method,

we chose four major intersections with a total

of 24 lanes. The size of the road signs and the

width of the lanes were measured to construc-

t the database. The satellite image is shown

in Fig. 11, in which the green arrows repre-

sent the vehicle’s driving path, and the blue

rectangles represent the road signs with size of

5m × 3m. The experiment camera Sony Ex-

mor RS IMX145 was installed behind the wind-

screen of the moving vehicle, and the optical

axis of the on-board camera was parallel to the

vehicle’s traveling direction. The camera was

calibrated using Camera Calibration Toolbox

for Matlab. The video was captured in RG-

B scale with a rate of 30 FPS and a size of

1920× 1080 pixels. The vehicle with the cam-

era and the virtual image of the intersection

including the lanes’ information are shown in

the corners of Fig. 11.

The vehicle used in our experiments trav-

eled along a fixed line in order to record the ve-

hicle’s trajectory. At the same time, we record-

ed the vehicle’s real lateral position tx on the

road. The speed was controlled at 27 km/h,

which is equal to 0.25 m/frame, so we can mea-

sure to obtain the real distance tz to the road

sign for every frame. The vehicle’s actual head-

ing angle β was recorded by the compass soft-

ware. The parameters ty, pitch angle α and roll

angle φ are ignored to analyze because they are

negligible in the practical application.

Fig. 11. Satellite image of the experiment road.

(a) (c)

(b)

Fig. 12. Beidou high-precision positioning system

and output. (a) Equipment. (b) The bird’s-eye

view of positioning data. (c) The zoomed in white

frame in (b).

The multi-sensor system used as refer-

ence is Beidou high-precision positioning sys-

tem L202 including Beidou navigation, inertial

measurement unit and difference modules [23].

L202 updates the positioning data every 3 sec-

onds and provides lane-level positioning accu-
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racy for vehicles. Fig. 12 shows the equipmen-

t installed in the vehicle and the positioning

data obtained by L202 for later comparison.

Fig. 12(c) is the zoomed positioning data point

clouds of the white frame in Fig. 12(b).

(a)

(b)

Fig. 13. Results of the proposed method. (a) Road

sign detection with vertices marked, pose and po-

sition data shown on upper left corner. (b) The

6 groups of the results projected to the simulated

road.

The results of the proposed method are

shown in Fig. 13. Some of the results calcu-

lated once per 10 frames were intercepted and

shown in Fig. 13(a), and the pose and position

data are displayed on the top of the images.

The results of the proposed method are plotted

in the simulated road, as shown in Fig. 13(b).

It is obvious that the result matches the lanes

well.

7.2 Experiment Data Analysis

To validate the results of proposed method

with ground truth, we select 200 continuous

frames ranged from 100m to 50m to analyze

errors with the ground truth, as shown in

Fig. 14(a) for tz. Fig. 14(b) shows the error of

parameter tz for every frame against the ground

truth. It indicates that tz is more accurate

when the distance to the road sign is closer.

When the distance is larger than 150m, the er-

ror of tz may exceed 1m. Since the road sign

is too small to be detected, the estimation of

pose and position is meaningless. Figs. 14(c)

and 14 (d) show the estimated tx and its error

compared with the ground truth. The average

error of the tx is less than 0.5m. It demon-

strates that the proposed method can achieve

the lane-level positioning. Figs. 14(e) and 14

(f) show the analysis of the heading angle β.

The smooth black curve in Fig. 14(e) represents

the ground truth. The changed curve direction

indicates that the vehicle changes the lane. The

purple curve presents the result of the proposed

method, which shows that the pose estimation

can reflect the actual driving attitude of the ve-

hicle. Fig. 14(f), the error analysis, shows that

the angle error is between 2 degrees and less

than 3 degrees.
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Fig. 14. Results compared with ground truth and

error analysis. (a) Result of tz. (b) Error of tz. (c)

Result of tx. (d) Error of tx. (e) Result of ty. (f)

Error of ty.

For a better comparison, we plot the re-

sults calculated by the proposed method and

results of Beidou L202 in the same satellite

map, as shown in Fig. 15. The red line is the

ground truth, the yellow circular points are the

results of Beidou L202, and the green rhombus

points are results of the proposed method, in

which obtained data was calculated once per

10 frames. Figs. 15(a)∼15(c) represent results

in three different lanes. It shows that Beidou

L202 has relatively accurate positioning result-

s when the satellites signal is stable, but part

of points still have an obvious deviation com-

pared with the ground truth, and even some of

the points are positioned on the opposite lane.

Compared with the Beidou L202, the results of

the proposed method are more consistent with

the actual trajectory.

(a)

(b)

(c)

Fig. 15. Comparison with the Beidou L202. (a)

Results in lane-3. (b) Results in lane-5. (c) Re-

sults in lane-7.
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7.3 Performance Analysis

Our algorithm is implemented on a PC

with a 3.20GHZ Inter Core i5-3470 proces-

sor running Window10 operating system, using

C/C++ and OpenCV library. The input image

has a resolution of 1920 × 1080. The perfor-

mance of the proposed method can be analyzed

from two parts: 1) the road sign detection, 2)

the pose and position calculation. The aver-

age time of road sign detection and vertices

extraction algorithm calculated from 300 im-

ages was about 122 ms, and the average time

of the pose and position calculation was 23 ms.

With the hardware acceleration or GPU paral-

lel algorithm, the proposed method can effec-

tively improve the efficiency and achieve real-

time processing.

Most of the current navigation systems

cannot inform which lane the vehicle is driving

on. Associating the proposed system with the

high-precision digital map, we can easily deter-

mine the vehicle’s position in the intersection.

The system can remind the driver in advance

which lane the vehicle is driving on, especially

at the busy intersections, important entrances

and exits of the viaduct, where traffic jam and

accidents are always caused by unwanted mis-

judgments. The accuracy of the navigation sys-

tem can be further enhanced at the important

intersections.

The current autonomous driving system

cannot solve the problem of vehicle’s ego-

localization well in the occlusions common in

the intersections. The proposed method pro-

vides a new idea for ego-localization and can

reduce the cost of the autonomous driving sys-

tem effectively. Moreover, these expensive sen-

sors cannot work very well facing the occlusions

in the intersections. The proposed method will

provide more stable and reliable assistance for

the autonomous driving system.

Another potential application of the pro-

posed method is virtual traffic stream scene

simulation, which is the key for the cities’ virtu-

al reality and effective method to improve the

occlusions in the intersections. The proposed

method can obtain the vehicles’ pose and posi-

tion in the intersections. With the data entered

into the VR system, we can get the virtual traf-

fic flows in real time. This application could

adjust the vehicles’ amount in different lanes

and the traffic light control with the data pro-

vided by the proposed method to improve the

occlusions in the certain intersections.

8 Conclusions

An approach for vehicle pose and position

estimation at city road intersections was pro-

posed by using low-cost facilities: an on-board

monocular camera and a common GPS with
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the presence of road sign ahead in front. The

rough position of the vehicle provided by GP-

S is used for matching the road sign data in a

pre-constructed database. The road sign is fur-

ther detected with three constraints with the

consideration of weak light and partial occlu-

sion. We demonstrated that our method has

a correctness of 90.50% or higher in sign de-

tection within 150 meters, and is faster than

the SIFT and SVM. It’s noteworthy that our

algorithm may not perform well enough in the

late night, which would be a future research

direction. The four vertices of the detected

road sign with their corresponding ones in re-

al world were used to calculate the planar ho-

mograph matrix which was resolved into three

rotation and three translation vectors under

the road sign coordinate system. These vec-

tors were converted to the vehicle’s pose and

position on the road. The experimental result-

s showed that, within 100 meters distance to

the road signs, the pose error is less than 2

degrees, and the position error is less than 1

meter, which can reach the lane-level position-

ing accuracy. Experimental results also showed

that our method is more accurate than the Bei-

dou high-precision positioning system L202 at

a distance of 100 to 20 meters to the road sign.

The prospect applications of our method

include high-precision digital map navigation,

autonomous driving system assistance and vir-

tual traffic stream scene simulation.

References

[1] Abbott H, Powell D. Land-vehicle naviga-

tion using GPS. Proceedings of the IEEE,

1999, 87(1): 145–162.

[2] Liu Y, Bai B. Research on GPRS vehicle

location network service system. In Proc.

IEEE International Conference on Com-

puter, Mechatronics, Control and Elec-

tronic Engineering, Aug. 2010, pp.401-

404.

[3] Choi B. S, Lee J. J. Mobile robot local-

ization in indoor environment using R-

FID and sonar fusion system. In Proc.

IEEE International Conference on Intel-

ligent Robots and Systems, Oct. 2009,

pp.2039-2044.

[4] Armesto L, Tornero J. Robust and effi-

cient mobile robot self-localization using

laser scanner and geometrical maps. In

Proc. IEEE International Conference on

Intelligent Robots and Systems, Oct. 2006,

pp.3080-3085.

[5] Lategahn H, Schreiber M, Ziegler J et al.

Urban localization with camera and iner-

tial measurement unit. In Proc. IEEE In-



18 J. Comput. Sci. & Technol., Mon.. Year, ,

telligent Vehicles Symposium, Jun. 2013,

pp.719-724.

[6] Wahab A. A, Khattab A, Fahmy Y A.

Two-way TOA with limited dead reckon-

ing for GPS-free vehicle localization using

single RSU. In Proc. IEEE Internation-

al Conference on ITS Telecommunication-

s, Nov. 2013, pp.244-249.

[7] Wei L, Cappelle C, Ruichek Y. Camer-

a/laser/GPS fusion method for vehicle po-

sitioning under extended NIS-based sensor

validation. IEEE Transactions on Instru-

mentation & Measurement, 2013, 62(11):

3110-3122.

[8] Rezaei S, Sengupta R. Kalman filter-based

Integration of DGPS and vehicle sensors

for localization. IEEE Transactions on

Control Systems Technology, 2007, 15(6):

1080-1088.

[9] Tuna G, Gulez K, Gungor V. C et al. Eval-

uations of different simultaneous localiza-

tion and mapping (SLAM) algorithms. In

Proc. IEEE Conference on Industrial Elec-

tronics Society, Oct. 2012, pp.2693-2698.

[10] Chausse F, Laneurit J, Chapuis R. Vehicle

localization on a digital map using parti-

cles filtering. In Proc. IEEE Intelligent Ve-

hicles Symposium, Jun. 2006, pp.243-248.

[11] Peng J et al. Virtual 3D city model for in-

telligent vehicle geo-localization. In Proc.

IEEE International Conference on Intel-

ligent Transport Systems Telecommunica-

tions, May 2017, pp.477-480.

[12] Uchiyama H, Deguchi D, Takahashi T et

al. Ego-localization using streetscape im-

age sequences from in-vehicle cameras. In

Proc. IEEE Intelligent Vehicles Sympo-

sium, Jun. 2009, pp.185-190.

[13] Wong D, Deguchi D, Ide I et al. Sin-

gle camera vehicle localization using SUR-

F scale and dynamic time warping. In

Proc. IEEE Intelligent Vehicles Sympo-

sium, Jun. 2014, pp.681-686.

[14] Song R, Chen H, Xiao Z, Xu Y, Klette

R, Lane detection algorithm based on

geometric moment sampling, SCIENTIA

SINICA Informationis, 2017, 47(4): 455-

467. (in Chinese)

[15] Lai A H S, Yung N H C. Lane detec-

tion by orientation and length discrimina-

tion. IEEE Transactions on Systems Man

& Cybernetics Part B Cybernetics, 2000,

30(4): 539-48.

[16] Lakshmanan S, Grimmer D. A deformable

template approach to detecting straight

edges in radar images. IEEE Transaction-



J. Yuan et al.: Estimation of vehicle pose 19

s on Pattern Analysis & Machine Intelli-

gence, 1996, 18(4): 438-443.

[17] Kaliyaperumal K, Lakshmanan S, Kluge

K. An algorithm for detecting roads and

obstacles in radar images. IEEE Trans-

actions on Vehicular Technology, 2001,

50(1): 170-182.

[18] Nedevschi S, Popescu V, Danescu R et al.

Accurate ego-vehicle global localization at

intersections through alignment of visual

data with digital map. IEEE Transaction-

s on Intelligent Transportation Systems,

2013, 14(2): 673-687.

[19] Ansar A, Daniilidis K. Linear pose estima-

tion from points or lines. IEEE Transac-

tions on Pattern Analysis & Machine In-

telligence, 2002, 25(5): 578-589.

[20] Schweighofer G, Pinz A. Globally optimal

O(n) solution to the PnP problem for gen-

eral camera models. In British Machine

Vision Conference, 2008.

[21] Lepetit V, Moreno-Noguer F, Fua P. EP-

nP: An accurate O(n) solution to the Pn-

P problem. International Journal of Com-

puter Vision, 2009, 81(2): 155-166.

[22] Lasota M, Skoczylas M. Recognition of

multiple traffic signs using keypoints fea-

ture detectors. In Proc. IEEE 2016 In-

ternational Conference and Exposition on

Electrical and Power Engineering, Oct.

2016, pp.535-540.

[23] Teunissen P J, Odolinski R, Odijk D.

Instantaneous BeiDou+GPS RTK posi-

tioning with high cut-off elevation angles.

Journal of Geodesy, 2014, 88(4): 335-50.

[24] Ren F X, Huang J, Jiang R et al. Gen-

eral traffic sign recognition by feature

matching. In Proc. IEEE Image and Vi-

sion Computing New Zealand, Nov. 2009,

pp.409-414.

[25] Ellahyani A, Ansari M E, Jaafari I E. Traf-

fic sign detection and recognition based on

random forests. Elsevier Science Publish-

ers B. V. 2016.

[26] Maldonado-Bascon S, Lafuente-Arroyo S,

Gil-Jimenez P et al. Road-sign detection

and recognition based on support vector

machines. IEEE Transactions on Intelli-

gent Transportation Systems, 2007, 8(2):

264-278.

[27] Yuan Y, Xiong Z, Wang Q. An incremen-

tal framework for video-based traffic sign

detection, tracking, and recognition. IEEE

Transactions on Intelligent Transportation

Systems, 2017, 18(7): 1918-1929.



20 J. Comput. Sci. & Technol., Mon.. Year, ,

[28] Fartaj M, Ghofrani S. Traffic road sign de-

tection and classification. Majlesi Journal

of Electrical Engineering, 2012, 6(4): 54-

62.

[29] Zhang Z. A flexible new technique for

camera calibration. IEEE Transactions on

Pattern Analysis & Machine Intelligence,

2000, 22(11): 1330-1334.

Jinzhao Yuan is a

postgraduate student at the

School of Information Sci-

ence and Engineering in

Shandong University, Jinan. His research inter-

ests include autonomous driving, camera cali-

bration and 3D vision analysis.

Hui Chen is a profes-

sor at the School of Informa-

tion Science and Engineering

in Shandong University, Ji-

nan. She received her Ph.D.

degree in computer science from the University

of Hong Kong in 2002, her bachelor and Master

degrees in electronics engineering from Shan-

dong University. Her research interests include

computer vision, 3D morphing and virtual re-

ality etc.

Bin Zhao received his

Master degree in communica-

tion engineering from Shan-

dong University, Jinan, in

2008. Currently, he is a

CTO at Beijing Xuanlongding-xun Technology

Co., Ltd. His research interests include virtual

reality, computer vision and data mining.

Yanyan Xu received

his Ph.D. degree in Pat-

tern Recognition and Arti-

ficial Intelligence, Shanghai

Jiao Tong University,

Shanghai, in 2015. Currently, he is a Post-

doctoral Associate at Department of Civil &

Environmental Engineering, Massachusetts In-

stitute of Technology, Cambridge, MA, and a

visiting scholar at Department of City and Re-

gional Planning, UC Berkeley, CA. His research

interests include urban computing, data mining

and computer vision.


